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Abstract. In order to attain human rights and participate in social and political life, it is 

necessary to be a part of the network and fully utilize the latest technologies. On the web, a natural 
person is transformed into a digital profile or digital identity that is represented by digital 
projection. Furthermore, the importance and significance of artificial intelligence programs, 
known as a “black box”, which analyze the actions of subjects in the network, learn, and are nearly 
capable of making autonomous decisions, is on the rise. 

The “black box” helps on making decisions with individual in the following matters: 
assessing credit approval, employment, pre-trial investigation decisions, preventive detention 
through remote biometric identification or wiretapping, and other similar matters. There is a 
concern about the consequences of potential delegating decision-making power to the automated 
system. Nowadays, the final decision is made by any subject, even if automated systems are 
involved in decision analysis. Such analyses are conducted using all available data collected in the 
network, including a person’s profile (set of personal data). Moreover, modern biometric 
identification technologies, which can be used to identify not only the face, but also the manner of 
walking and movement, can be used to identify people by cameras. 

Furthermore, the excessive aggregation and automated processing of personal data, violation 
of laws regarding cross-border data transfers from the EU to the USA, and frequent hacker attacks 
have resulted in concerns about privacy interference, surveillance, and wiretapping for every 
person in society. Edward Snowden and Julian Assange's public disclosure and prosecution, along 
with the scandals related to personal data manipulation in the United States and Brexit, are of 
public concern. In addition, the analysis of big data for the development of machine learning raises 
the issue of establishing legal guarantees for the protection of individual rights to privacy due to 
the lack of transparency in the use of automated decision-making systems and the application of 
such systems without human intervention. 

The use of automated decision-making systems in the government and private sector is based on 
the aim of ensuring national security, which includes prevention, detection, investigation of crimes, 
predictive analysis of offenses, extend the quality of public services and other related matters. 
Commercial organizations use automated system technologies (transport organizations, banks, 
supermarkets, cafes) to ensure security, facilitate access to financial products and increase sales. 

The latest technologies and human interconnections in a socio-technical network have 
resulted in a society becoming more interconnected and influenced by each other. The above 
evidence indicates that there are all the necessary factors to establish a dictatorship, just like the 
one described by J. Orwell and other dystopian authors. 

All of the above testifies to the relevance of studying human rights problems in the context 
of making significant decisions with assistance of automated systems and the remote biometric 
identification, the constant aggregation and processing of personal data to ensure national security, 
the development of technologies, and the search for a balance between privacy and security in such 
circumstances. 
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Research methods. The study’s methodology included a set of legal methods that were both 

general and specific, such as the dialectical method, formal-logical method, method of analysis 

and synthesis and comparative legal method. The dialectical method allowed for the study of the 

relationship and interdependence between processes of digital transformation and the development 

of legal regulation. 

By using the formal-logical method, the definition of biometric data and identification could 

be investigated and considered in accordance with normative legal acts and judicial practice. The 

use of the formal-logical method helped to consider the problematic issues that arise from the use 

of the latest identification technologies, which include biometric identification. The use of remote 

biometric identification and video surveillance, which is almost universal, pose a threat to privacy. 

The challenge is to find a balance between interference in the private lives of individuals and 

ensuring national security (such as the need to prevent, solve, and investigate crimes, predictive 

analytics, the development of technologies and public services, etc.). In addition, the challenge is 

to balance interference in private life, data collection, and the advancement of modern 

technologies, such as artificial intelligence, Big Data, IoT and the latest cancer drugs, etc. 

The method of analysis and synthesis played a significant role in the study, as it enabled to 

analyse the risks of automated decision-making systems, big data, and remote biometric 

identification to fulfil individuals’ rights. The method was used to determine and explore the risks 

of system biases that pose a major danger to human rights posed by automated systems and Big 

Data. Analysing the consequences of the opaque functioning of algorithms and the impartiality of 

the system became possible with the application of the method. The opacity of algorithms means 

that when it’s unclear the reason a certain decision of making by algorithms, people try to add 

logic to it, which is proposed to call “algorithmic or math washing”.  

By applying a comparative legal method, it is possible to analyze the similarities and differences 

between the legal approaches used by states when regulating the issues privacy and AI. 

 

1. The significance and role of biometric identification. 

Identification is crucial in the development of information and communication technologies. 

Traditional identification methods when subjects are at a distance from one another, do not meet 

the needs of the information society. Furthermore, there is no uniform terminology or hierarchy 

for identifying of subjects of legal relationships on the Internet. 

The expansion of electronic payments has an impact on the development of payment system 

legislation and measures to combat illegalization (laundering) of proceeds from crime and 

terrorism. All these processes are interconnected in terms of implementing automated decision-

making systems and identification. 

 The need to provide private companies and the state authorities with an instrument for safe 

identification of a natural person via the Internet is due to the significance of electronic 

identification for providing public and banking services electronically. 

Online identification is distinct from physical identification because special subjects, known 

as information providers (intermediaries), own the technological infrastructure of identification 

and store and process data about individuals and their behavior. The provision of personal data 

subjects to providers results in relative identification conditions that determine the responsibility 
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of information providers (intermediaries) and their ability to disclose data about their own 

customers and users when requested by law enforcement agencies. 

When data is disclosed about their own users to information providers, it results in absolute 

identification and the subject can be identified by both the identifying person and other individuals. 

On the Internet, identification features of a person are identifiers or personal data that allow 

for identification of a natural person in a virtual space. Given their special status, they are subject 

to legal protection. 

The conventional identification methods used today should include name, surname, date and 

place of birth, gender, citizenship, individual insurance, and tax numbers. In most countries of the 

world, these identifiers are referred to as traditional means of identification. However, the full 

identification of an individual cannot be guaranteed due to the repetition of traditional identifiers 

among individuals. 

Biometric data is now being utilized in an active way, in addition to conventional identifier 

methods such as digital codes and non-literal ciphers. Up until the fall of 2001, biometric identification 

systems were mostly used by the military-defence sector and to a lesser extent the commercial sector. 

The development of biometric identification systems was triggered by the terrorist attacks on 

September 11, 2001 in the United States. Thus, the development of biometric identification systems is 

expected to occur in the United States and then spread to other countries. A subcommittee of JTC 

1/Sc37 dedicated to biometrics was created within the International Organization for Standardization's 

framework to create uniform standards for the use of biometric data [1]. 

According to the Law of Ukraine “On the Unified State Demographic Register and 

documents confirming the citizenship of Ukraine, certify the person or his special status” biometric 

data is a collection of information about a person that is based on their characteristics and is 

sufficiently stable and distinguishable from similar parameters of others (such as digitized 

signatures, facial images, and fingerprints) [2]. 

S. Bryginets notes that the bias against widespread application of biometric identification, 

known as the “Mark of the Beast’, has been a struggle in Ukraine until recently. [3]. However, the 

ultimate point in this matter is to reflect the Supreme Court’s decision in the panel of judges of the 

Cassation Administrative Court of 26.03.2018. in case No. 806/3265/17 [4]. 

In accordance with paragraph 14 of Article 4 of EU Regulation 2016/679, biometric data is 

personal data that is acquired through specific technical processing that pertains to the physical, 

physiological, or behavioral traits of an individual and also confirms their identification, such as 

facial images or fingerprint data. 

As stated in the Guide 3/2019 of the European Board for the Protection of Personal Data on 

the processing of personal data with the use of video devices that the data are considered biometric 

data within the meaning of EU Regulation 2016/679, the data must be the result of special technical 

processing and various measurements of physical, physiological or behavioral characteristics [5]. 

Therefore, a photo or video taken by an individual cannot be considered biometric data in 

accordance with Article 9 unless special technical processing is used to facilitate the unambiguous 

identification of that individual. Biometric data processing is essential for special categories of 

personal data, which uniquely identifies a natural person (Article 9). The analysis of Articles 4 and 

9 of EU Regulation 2016/679 indicates that in order to process biometric personal data, following 

criteria must be taken into consideration: the nature of the data relating to the physical, 

physiological or behavioral characteristics of an individual; means and methods of processing, 

they must be obtained as a result of specific technical processing; processing data serves the 
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purpose of uniquely identifying an individual. According to the general rule under Article 9 of EU 

Regulation 2016/679, the processing of biometric data in order to uniquely identify an individual 

is prohibited. 

Furthermore, the risks are highlighted due to the fact that biometric data stays unaltered in 

the majority of instances. 

As biometric data cannot be adjusted in a manner that is proportionate to the risks for the 

individual. This circumstance can be directly or indirectly found in the definition of biometric 

personal data in document 4/2007 ‘On the concept of personal data’ of the Data Protection 

Working Party) [6]. The document states that biometric data is characterized by biological 

properties, physiological characteristics, character traits, and behaviour that is distinctive to a 

particular subject and can be empirically observed, despite the probability of indicators being 

measured. Examples can include: fingerprints, retina, facial structure, voice, hand geometry, vein 

pattern, and behavioural characteristics such as signatures, keystroke styles, gaits, speech styles, 

and more. It is crucial to emphasize that biometric data on one hand represent information about a 

particular natural person and, on the other hand, the characteristics of the existing association 

between the pertinent information and that individual.  

In accordance with the UK Personal Data Protection Act of 2018 biometric data is personal 

information that is obtained through special technical processing that involves the physical, 

physiological, or behavioural characteristics of a person and allows or confirms their unique 

identification. For instance, facial images or fingerprint data (section 205) [7]. The significance of 

biometric data lies in its capability to identify individuals uniquely and distinguish them from other 

types of data. With the use of biometric data, government agencies can accurately determine a 

natural person’s location and activities. 

Edward Bridge v. The Chief Constable of South Wales Police provides a detailed analysis 

of the function of biometric automatic face recognition technology [8]. According to the Court of 

Appeal, the ability of automatic facial recognition technology to distinguish between two images 

is based on analyzing biometric data (such as measurements or facial features) taken from a digital 

photo of the face and comparing it to biometric facial data from images stored in the database. As 

explained by the Court, this technology enables to capture a face image of every person passing 

by CCTV cameras installed in police vehicles or on poles on public roads. Similarly, the Court 

asserted that these cameras allow to captured and processing of digital images of citizens’ faces in 

real-time to be to obtain biometric face data, which can be compared to the biometric face 

information in the police ‘watch list’. The court clarified that a ‘biometric template’ is created 

based on images from surveillance lists, which is used for algorithmic comparison with biometric 

data on natural persons attending to public events. The court stated that if the software detects a 

possible overlap between images captured by security cameras and a person on the wanted list, 

police officers will be notified to take appropriate actions (for example, arrest or interrogation of 

a person) [9]. 

It is worth noting above mention Court decision describe the process of automatic facial 

recognition, which involves the following steps (paragraph 9 of the Court of Appeal decision): 1) 

the compiling of an existing database of images. Images are processed to express “facial features” 

associated with objects in numerical values when using them for automatic face recognition; 2) 

capturing digital images of facial images is the method used to obtain a face image in real-time; 3) 

the software detects faces and highlights specific faces after the real-time surveillance camera 

captures footage; 4) facial extraction that leads to the software automatically extracting distinct 
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facial features from each face image, resulting in a biometric pattern that is exclusive to the image; 

5) face comparison. By comparing the extracted facial features with images stored in the database, 

the program identifies any differences.; 6) comparison. Using the recognition program, a 

‘similarity score’ is generated by comparing facial features in two images. The probability of 

matching faces is determined by this numeric value, with a high number indicating a higher chance 

of a positive match between two faces. A threshold is set to determine when an application inserts 

a match. The risk of a high false alarm rate can arise if the threshold is too low or too high (that is, 

the percentage of incorrect matches detected by the program) or thesystem has a high rate of false 

rejection when it comes to true matches that were not identified. 

There are dynamic and statistical technologies for biometric identification. Dynamic based 

on the behavioural properties of the face, as: identification by typing text on the keyboard and 

writing text; by voice. Statistical identification is determined by the physiological features that a 

person has from birth, such as recognition of the eye iris and retina, thermogram, fingerprint, palm 

vein location, and DNA [10]. The use of identification by fingerprint, three-dimensional image of 

the face and iris of the eye are becoming more prevalent. Obtaining a fingerprint or iris scan 

involves using a special scanner to convert an image into a digital code and compare it with a 

previously entered link, which is also employed for reading. 

 

2. Limitations on privacy in time of remote identification and automated decision-

making. 

The advancement of information and communication technologies for automated processing 

of personal data offers ample chances to control the lives of individuals. The overarching Internet 

and the accelerating pace of convergence between the physical and virtual spaces raise questions 

about redefining the existing balance between private and public in the life of an individual. It is 

important to recognize that the development of IoT, the processing of personal and metadata data 

by automated systems, comprehensive video surveillance, biometric remote identification and 

other types of intrusions into private life raise the issue of fair balance. Challenges posed by 

technological advancements prevalent the importance of following restrictive principles and the 

pursuit of a balance between private and public interest. In addition, the understanding of privacy 

differs in from state to state due to the variety of approaches to legal regulation of the Internet [11].  

The balance between openness and closeness is currently shifting, with cross-border 

influences leading to an increase in transparency of information about an individual on the Internet. 

In the physical world, privacy conditions are observed as observance of certain boundaries (social, 

personal, or physical), which mean a real or imaginary separate boundary. However, the virtual 

world sees the gradual disappearance of boundaries. The way people perceive categories like 

‘distance’ and ‘personal space’ is evolving. Privacy settings on social networks can create a false 

impression of personal environments when account data and personal preferences are shared with 

digital platforms and social networks. Social networks privacy conditions are unclear because 

users can restrict their ability to view their accounts, but the platform still has access to their 

account data. 

An experiment conducted by the AOL organization in 2006 revealed that they published 

search queries from past periods to give the authors of the project an opportunity to investigate 

them. Having access to 650 thousand anonymized user data (IP addresses, usernames, search 

times, etc., replaced with individual numerical identifiers), a journalist identified a number of users 

within a few days by matching individual requests [12]. According to the survey results, society 
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has an expectation: disclosure of an increasing amount of personal data to state bodies and 

corporations that are interested to use them; privacy will become the prerogative of individuals 

possessing a resource for protection from mass surveillance; complexity of ensuring the security 

of personal data [13]. 

Yu. S. Razmetaeva states that two trends have been observed: a shift towards openness and 

anonymization in the public virtual space, and a shift towards the growing accumulation of 

personal data in global and local networks [14]. 

According to A. de Hingh, there is a gradual shift towards restricting privacy when it comes 

to the acquisition of personal data from civil circulation [15]. 

According to the definition of V.M. Bryzhko and V.G. Pilipchuk, guarantees of ensuring of 

privacy, in relation to personal data, are not absolute, significantly depend on the context. The 

restriction of privacy is determined by the norms of protecting private life and the requirements 

for disclosing personal data in public and private interest. The boundaries of information privacy 

are not stable, and a natural person can decide what data to report about themselves upon request 

[16]. P.D. Guiwang notes that a component of a person’s private life are elements of private life, 

which can have both signs of privacy and public nature. The distinction is somewhat ambiguous, 

as a person may perceive certain aspects of labor participation, training, and other social activities 

as part of his or her personal life [17]. The scientist emphasizes the significance of balancing 

private and public interests in the ECHR’s established practice. On the one hand, a person has the 

right to respect for private and family life under Article 8 of the ECHR. On the other hand, in cases 

of priority of public interest and the need to ensure the right of access to public information the 

right to private life may be a restricted the under Article 10 of the ECHR. 

Due to competition on the one hand – the interests of a person in the protection of privacy 

and personal data, on the other hand – the interests of society in the processing of personal data in 

the public interest, the state is obliged to determine and maintain a balance of interests. 

States have both positive and negative obligations to guarantee respect for the rights 

enshrined in Article 8 of the ECHR. The ECHR’s decisions emphasize that restricting the right to 

privacy should be done according to law, with a legitimate objective, and be necessary in a 

democratic society. 

Until now, in the practice of the ECHR, the boundaries of both positive and negative 

obligations of the state provided for in the ECHR have not been clearly defined. However, 

similarities can be identified in the principles applied. According to The Court decision in Palomo 

Sanchez and Others v. Spain the state’s discretion should be used to strike a fair balance between 

the competing interests of individuals and society as a whole when dealing with disputes [18]. 

The exercise of individuals’ right to information privacy and individual powers is subject to 

restrictions in Article 23 of EU Regulation 2016/679. These restrictions can be justified on the 

following grounds: national security; defence; public safety; prevention, investigation, detection 

and prosecution of criminal offenses or execution of criminal penalties, encompassing countering 

threats to public security and their prevention; significant objectives in the general public interest 

of the Union or a Member State, particularly crucial economic or financial interests of the 

European Union or a Member State, including monetary, budgetary and tax matters, social health 

and public safety; protection of the independence of the judiciary and protection of judicial 

proceedings; prevention, investigation, detection and prosecution of violations of ethical standards 

of regulated professions; monitoring, control and regulatory functions related, even periodically, 

to the exercise of the powers of public authority in the instances provided for in paragraphs (a) to 
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(e) and (g); (i) protecting the data subject or the rights and freedoms of others; (j) enforcement of 

rulings on civil claims. 

According to Regulation EU 2016/679, if a normative legal act restricts the exercise of rights 

of individuals, it must have a specific reservation regarding: the purpose of processing and the 

category of personal data that is processed; the amount of restriction imposed; guarantees against 

abuse or unauthorized access or transfer; definition of controllers; terms of storage and application 

of guarantees, taking into account the scope, purpose and purpose of processing or category of 

data; risks to the rights and freedom of data subjects; and the rights of data subjects to obtain 

information on restrictions, to the extent that this does not harm the purpose of the restriction. 

By connecting CCTV cameras to the Internet there is a risk of attackers gaining unauthorized 

access. The risks that come with accessing cameras connected to the Internet are constantly 

present. Most common way to prevent unauthorized access is to perform maintenance, update 

software, use encryption and encoding tools. 

Automated face recognition technology can use video recordings taken with a video 

surveillance camera as personal data carriers. Currently, China is the leader in the use of video 

surveillance technology with remote biometric recognition, where remote biometric identification 

technologies are actively used and exported [19]. The technology allows for the assignment of 

points and a rating to a person in the system and can send information to law enforcement agencies 

in the event that the system shows that a natural person has violated the law. For instance, he has 

outstanding fines, is not paying alimony, or is being sought [20]. This means that the Chinese 

government can gather vast amounts of data on its citizens thanks to technology. 

The iBorderCtrl project uses artificial intelligence at the external borders of the EU. The 

process involves compiling a traveller profile based on a computer-based automatic interview 

captured by the traveler’s camera prior to the adventure, and analysing 38 micro poses with 

artificial intelligence. Currently this program is tested in Hungary, Latvia, and Greece [21]. The 

pilot project iBorderCtrl has not been approved for law enforcement bodies and is operated on a 

voluntary basis on the Hungarian, Greek, and Latvian borders. 

Human rights organizations are currently using video surveillance technology with remote 

biometric recognition to identify victims of the slave trade and determine their location. The 

Amazon Recognition service’s programs are used by Marinus Analytics, as an example [22]. 

However, the European Parliament call to ban using facial recognition databases like 

Clearview AI. Law enforcement agencies are being urged by the European Parliament to refrain 

from using private facial recognition databases like Clearview AI. Nevertheless, Ukraine was 

granted access to the private Clearview AI database, which has nearly ten billion photos, due to 

the Russian Federation’s full-scale invasion, which enables individuals to be checked before 

crossing the border [23]. According to Ukrainian lawyer G.A. Mamedov, Ukrainian investigators 

are aided by the Clearview AI application in identifying potential criminals and those who have 

passed away [24]. In addition, Ukrainian law enforcement agencies are guided by the Berkeley 

Protocol when conducting investigating of violations of international criminal law using open 

digital data from the public domain. The Protocol was approved by the Office of the UN High 

Commissioner [25]. Clearview AI is a tool that was used by US law enforcement to identify rioters 

during the Black Lives Matter protests and the storming of the Capitol in Washington [26]. 

Clearview AI is known for offering services to public authorities and its representatives. Clearview 

AI collects photos from open sources, social networks on the Internet, in particular EU citizens. 

That’s why the EU organization and regulators state that using Clearview AI violates EU 



Digitalization, Metaverse, Artificial Intelligence in The Context of Human and Individual  

Rights Protection in Ukraine and The World 

 

195 
 

legislation. Since EU citizens’ personal data is collected and processed by the program without 

their consent. 

According to the European Parliament in the Resolution of October 6, 2021 remote biometric 

identification systems were recognized to have a positive impact on law enforcement agencies and 

judicial bodies in the fight against crime. Despite the risks of using the technology for mass 

surveillance. The use of systems for mass surveillance is considered be inappropriate at the same 

time [27]. 

Face recognition technologies pose a high risk of harm, as stated by the European Council 

for the Protection of Personal Data [28]. After all, comprehensive video surveillance, Internet of 

Things can affect both enjoyment of rights and well-being of natural person, and requires 

compliance with the legislation on the protection of personal data. The spread of technology poses 

an issue of the ethical and legal foundations of distribution and application of right. 

Thus, the use of biometric identification systems requires compliance with the principle of 

legality. In addition, the risk of secondary use of data collected by video surveillance systems is 

exist, which contradicts the purpose of acquiring and collecting personal data. The effectiveness 

of technology is still under question, as video surveillance was not able to prevent terrorist acts on 

public transportation in London or the terrorist attacks in the United States [29]. K. Veliz confirms 

that the use of video surveillance systems is not effective in preventing terrorist acts, since they 

are not natural acts, but deliberate violations of the law. In addition, the interference with privacy 

that produces video surveillance also leads to the death of people [30]. 

Therefore, the positive effects of technology, restrictions on the widespread use of video 

surveillance systems with face recognition and the development of clear legal foundations for the 

use of technology are gaining momentum and becoming a trend in legal regulation. For instance, 

Facebook announced in 2021 that it will not use facial recognition technology, citing concerns 

from users and regulators [31]. It’s possible that this decision was made because of scandals related 

to violation of personal data protection by the company in the EU [32]. Legislative restrictions on 

the use of technology are gradually being introduced in China. According to Art. 26 of the Law of 

the People’s Republic of China on the Protection of Personal Information, which entered into force 

on November 1, 2021, the installation of equipment for collecting images or face recognition is 

required in public places for national and public security purposes. The collection of images and 

distinctive identification features may be carried out only for the purpose of national security, and 

may not be carried out for another purpose, except for the separate consent of the data subject [33]. 

In accordance with the Draft Law of Ukraine ‘On a Unified System of Video Monitoring of 

the State of Public Security’ the identification of an individual should be carried out on the basis 

of a data set: name; dates of birth or death; place of birth; sex; data on the registered place of 

residence (stay) of the person; information about citizenship; a digitized facial image; registration 

number of the taxpayer’s registration card, etc., vehicle number, etc. [34], [35]. In order to rise 

effectiveness of the video surveillance system, the authorised state bodies will obtain access to the 

video surveillance systema and Unified State Demographic Register, the Unified Information, and 

Analytical System for Managing Migration Processes, the National Biometric Verification 

System, etc. The day before, the Ministry of Internal Affairs announced the launch of more than 

50 thousand CCTV cameras, including those with facial recognition functions [36]. 

In some states of the US law enforcement agencies are increasingly restricting the use of 

face recognition video surveillance. The US Congress introduced a bill in the summer of 2020 that 

mandated a moratorium on the use of facial recognition and biometric technologies [37]. At the 
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state level, similar acts were adopted in Illinois, Texas, California, Washington [38], Colorado and 

Arkansas [39], Maine [40, 41], San Francisco, Oakland [42]. The primary reason for advocating 

for restrictions on technology use is the necessity to improve it because of the increasing cases of 

false recognition of individuals, which result in discrimination. Furthermore, the question arises 

of delegating decisions and functions to automated systems in the military sphere, which addresses 

the proposal to prohibit the use of military robots that can make fully automated decisions about 

human life and death [43]. Amnesty International calls for a ban on the use of facial recognition 

systems [44]. 

In accordance with the European Parliament resolution on Artificial Intelligence in Criminal 

law and its use by the police and judicial authorities in criminal matters a person not only has the 

right to correct identification, but also the right not to be identified at all. An exception may be 

made if it is necessary by law to protect public interests pursuant to paragraph 8 of the law [27]. 

According to experts, the face recognition system has shortcomings in its functionality, and 

analyzing individual facial features of a person can lead to random coincidence. There are known 

cases when the Chinese facial recognition system issued a fine for crossing the road at a red light 

to the head of a large air conditioning company, along with this, the violator was not at the scene 

of the accident. The camera captured an advertisement featuring a portrait of a businesswoman on 

a bus that was passing at the intersection at that time. Meanwhile, the automated system displayed 

the woman’s ID number and her portrait on the screen near the intersection, indicating that the 

woman had violated traffic rules [45].  

According to the Opinion of the European Council for the Protection of Personal Data and 

the European Supervisory Authority for the Protection of Personal Data on the EU Bill on Artificial 

Intelligence, that remote biometric identification of individuals in public places carries high risks 

of interference with the private life of individuals and may affect human dignity and calls for a 

general ban on any use of AI for automatic recognition of human traits in public places [46]. 

A similar position was expressed by the European Parliament in the Resolution on Artificial 

Intelligence in Criminal Proceedings and its use by the police and judicial authorities in criminal 

cases of October 6, 2021.  

The European Parliament advocates for a permanent prohibition on the use of automated 

analysis and/or recognition in public places where human characteristics, such as gait, fingerprints, 

DNA, voice, and other biometric and behavioral signals, are present. Parliament is requesting a 

moratorium on the deployment of facial recognition systems that identify individuals for law 

enforcement purposes. Exclusions are allowed by law enforcement for identification purposes in 

the following situations and conditions: strict use for the purpose of identifying victims of crimes, 

observance of fundamental human rights, the obtaining results will be objective and free from 

discrimination, the law provides for strict guarantees against abuse and strict democratic control 

and supervision, and until empirical results appear.  

The European Parliament’s resolution on Artificial Intelligence in Criminal Proceedings and 

its use By the Police and Judicial Bodies in Criminal Cases, released on October 6, 2021, highlights 

the significance of video surveillance with remote face recognition. The technology could pose a 

threat to the right to human dignity and fundamental rights, which is guaranteed by the Charter of 

Fundamental Rights of the EU. The use and collection of any biometric data for remote 

identification purposes, for example, by facial recognition in public places, as well as at automatic 

checkpoints that are used for border control at airports, can pose high risks to fundamental rights. 

Depending on their intended use, context, and scope, the consequences of using these technologies 
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can be significantly different [47]. The European Parliament Resolution adheres to the belief that 

the introduction of AI systems in law enforcement and judicial spheres should be considered not 

as a simple technical possibility, but as a decision that affects the future implementation of human 

rights and freedoms, as well as the effective implementation of criminal justice. Law enforcement 

agencies should restrict the use of facial recognition systems to justifiable reasons, based on the 

principles of proportionality and necessity, and the relevant legal regulations. Technology must 

adhere to processing principles such as minimizing data, accuracy, restricting storage, data 

security, and accountability, as well as being legal, fair, and transparent, and pursuing a specific, 

explicit, and legitimate goal clearly defined in the legislation. 

The use of video surveillance technology with facial recognition entails the processing of 

personal data and necessitates respect for both the principle of legitimate personal data processing 

and the principle of legitimate purpose of processing. 

As a result of the use of facial recognition technology, a natural person cannot affect the amount 

of personal data collected in relation to him or her. This situation has the potential to harm his or her 

information self-determination, human dignity and privacy. In such conditions, the expansion of video 

surveillance technology usage can impact on individuals’ decision-making, both when it comes to daily 

transactions and political choices. Furthermore, the objectives that are being pursued by video 

surveillance may remain unattainable, but privacy will be inevitably violated. 

 

3. Risks of automated decision-making systems. 

If the automated decision-making system, also known as the ‘black box’, is not transparent in its 

functionality, a person will be vulnerable and there will be risk of discrimination. After all, only a 

human being is capable of paying attention to the non-obvious motives for committing a crime and 

evaluating personal factors that the artificial intelligence system is not able to take into account. 

The problem of biases in algorithmic systems are noted in the European Parliament 

Resolution on AI [48]. The essence of an algorithmized machine learning system is similar to a 

poisonous fruit tree. If the wrong steps are immediately committed, the entire chain, the resulting 

fruits, and the derived output will be poisonous. The obtained consequence generated machine 

learnings determined by the primary data sets. This means that both high-quality and low-quality 

data are fed to a machine learning system.  

Furthermore, the algorithmized system reproduces the values and viewpoints that have 

already been assigned to someone in society. This is especially true when the logic of the machine 

learning system is unclear and the data that the system processes is unknown. In the end, such a 

viewpoint and values become an etalon in this system. 

E. Dunham, the UK Information Commissioner’s head, observed in 2021 that due to the 

exponential growth of personal data flows and evolving information technologies, data has become 

a significant asset that requires investment in management, protection, and respect to unlock its 

influential value. Proper data protection ensures that innovation works not only on paper, but also 

in the real world. Members of society may trust that companies and governments will process and 

collect their personal data. Trust is the fundamental element of data protection. The 1970s saw the 

start of data protection legislation, which is associated with trust, due to concerns that new 

technologies would be lost if innovations were not implemented. This trust-based relationship is 

still in place today. Planned data-driven innovations will only function successfully if people are 

willing to share their data, confident that it will be used fairly [49]. Thus, now, the key factor in 

the development of technology is transparency and trust. It’s important to remember that not only 
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the real risks of using technology are significant, but also the hypothetical risks that people think 

exist, which can decrease users’ confidence in using technology. 

Similarly, it is noted in the UNESCO Recommendations on the ethical aspects of Artificial 

Intelligence that the development of AI-based systems raises ethical questions, in particular, 

regarding their impact on decision-making processes,... in various spheres of society and respect 

for human rights and fundamental freedoms, including freedom of expression, inviolability of 

private life and lack of discrimination [50]. 

In any society, standards and patterns exist, but in algorithmized systems, biases are elevated 

to a high degree and are capable of leading to negative consequences. 

Tay is an example of a Microsoft chatbot that can be observed. The Chatbot learned to 

communicate with real data on Twitter by analyzing and participating in communication with 

Twitter users. In the end, Tay showed angry racist behavior, expressed intolerance and hostility. 

The fact that Tay reflects all the negative features that are inherent in users when communicating 

on the network makes it a failure in some ways. After all, algorithms study the structural biases 

and inequalities of society and reflect these forms of discrimination and victims who suffer most 

from them [51]. 

Accordingly, the designated model of behavior, the algorithm perceived as dominant, and 

with that, and reproduced in a higher degree. In the rest, Microsoft developers removed the chatbot 

and apologized. The above illustrates that specialists must take into account any predisposition 

introduced into the standard when developing systems. 

In this sense, interest is attracted by the research of D. Chen who analyzes the possibilities 

and ways of using machine learning systems to identify and prevent biases in the judicial system. 

The scientist conducted a study by analyzing the decisions of US judges. The scientist suggests 

that there are two types of negative phenomena that can be identified: when judges do not take into 

account the legally significant circumstances of the case, and when judges do not take into account 

circumstances that have no legal significance or impact. It may not even be significant 

circumstances that relate to the case, but the time of day, weather, results of football matches, the 

birthday of the judge and his family and other circumstances. The adoption of court decisions and 

their results are influenced by all of these factors. Through the use of algorithms, the scientist 

divided the judges in the group based on the level of probability to predict the final decision they 

make. The first group was represented by those who had a high level of predictability, a final 

decision, and were influenced by external factors without delving into the essence of the case. The 

second group was presented by those with low predictability. T. Shep stressed once again that if 

the data processed by the algorithm encompassed structural biases from the beginning the output 

will also have a biased solution [52]. This study gives examples of biases that are inherent in 

judges. This algorithmic analysis example is significant and can be utilized to warn against the 

possibility of making a biased decision, highlight, teach, and recall current, probable biases. The 

conclusion can be made that algorithmic analysis and a machine learning system can assist in the 

identification of biases.  

The algorithmic structural biases are reflected biases that exist in reality, and an automated 

system can detect and reproduce them. Along with the structural biases of algorithms, automation 

biases not only reproduce the biases of the physical world, but also actually affect the human way 

of thinking and decision-making, even when a person realizes that they are facing with prejudice. 

Automation biases – the tendency to over-rely on algorithm decisions [53]. In the time of the 

coronovirus outbreak, the face recognition system was installed on the city’s transport structures 
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and recognized a person as wanted by police. Police officers detained the individual and the 

shortcomings of such detention were obvious to everybody, as the detained person was not the one 

on the wanted list. It was clear that the detained person was not a wanted one, yet the automated 

system recognized as it is. Automation biased were manifested in the fact that police officers, even 

understanding the absurdity of detention, preferred to trust the decision of the machine, rather than 

their own eyes, objective sense and justice. 

The consequences of prejudice include uncertainty of functioning the ‘black box’ system 

works and obscurity of the algorithmic decision making. As result people try to bring any logic 

into the decision made by the algorithm. An attempt to fit a plausible logical explanation under the 

decision of the algorithm that has no reasonable justification, American experts are invited to call 

– algorithmic or mathematical laundering (‘mathwashing’ or ‘farewashing’). In other words, 

algorithmic or mathematical laundering happens when a person ceases to trust himself, but 

automatically chooses to trust the program, neglecting critical thinking. F. Benenson, former head 

of the Kickstarter data department, noted that mathematical laundering occurs due to the excessive 

idealization of the effectiveness of algorithms [54]. T. Shep provides a distinction between 

mathematical washing that happens accidentally and that which happens purposefully. The 

washing is accidental, and a person does not intentionally capture the plausibility of an algorithm’s 

decision, but they usually don’t comprehend the vulnerability of an algorithmic system’s decision. 

The washing occurs initially when individuals adhere to an obviously biased decision made by the 

system. The reason for purposeful adherence to an obviously biased decision may be due to a fear 

of public condemnation and a desire to protect their reputation, despite the apparent bias of the 

algorithm’s decision in society [55]. The problem arises with the understanding of bias as such, 

since the standard of bias does not exist and depends on historical, territorial factors, social group, 

religious affiliation, gender, etc. For example, 100 years ago it was not recognized as a bias to 

prevent women from certain professions, positions, or deprivation of the right to vote, since this 

was a common situation for that time. However today, the establishment of any restrictions on 

women’s employment of certain positions or certain activities is considered bias. In most civilized 

states around the world, bias can be seen in the fact that different levels of human rights are 

determined by religion. The main condition of the development the automatic algorithm is to 

ensure equal rights and attitudes to the person who belongs to the different social groups. 

Thus, the developers’ values and culture have an impact on the functionality of the algorithm. 

According to N. Bostrom and E. Yudkovsky’s statement, if Archimedes participated in the 

development of the algorithm, the results would be influenced by ancient Greek values, structures, 

and ethical norms, in particular, the acceptance of slavery [56]. 

Therefore, as A.E. Radutny, who studies Big Data in criminal law, notes, correlations based 

on the processing of Big Data can: influence on the decisions made by a person; to supplement the 

argumentation to justify decisions made by a person; contradict the decisions made by a person in 

view of the knowledge and experience gained [57]. When making significant legal decisions, it is 

important to consider that the final decision should be made by a human being because the system 

can provide biased and inaccurate assessments and predictions. 

Summarizing the above, we propose to distinguish: structural biases, which are a 

consequence of the functioning of the algorithm, are the result of data analysis, the output of the 

analyzed data to the reference level; and algorithmic biases, due to the fact that a person overly 

relies on the decision to make an algorithm, neglects his own experience and his own eyes. 
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People tend to rely on automated systems solutions too much, disregarding their own 

judgments, which is why Advocate General Pikamäe’s opinion is important. The preliminary 

recommendation decision of the automated system can have an impact on the individual in 

particular. General Counsel Pikamäe expressed judgment in the SCHUFA Holding and Others 

case that the decisive factor is the effect that the "decision" may have on the person concerned. If 

the person is ‘in the know’, the organization using the automated decision-making system should 

consider whether other previous, fully automated steps could themselves lead to legal 

consequences or have significant impact on the data subject. Pikamäe states that the automated 

credit score calculation for SCHUFA Holding and Others can already serve as a solution for the 

purposes of Art. 22 (1). And this despite the fact that the final decision on the loan is made with 

the participation of a person who can reasonably be classified as "significant decisions." The 

impact of the 'decision' on the person concerned is the decisive factor. Since a negative credit score 

in itself can have adverse consequences for the person concerned, namely, to significantly restrict 

it in the exercise of its free rights or even to stigmatize it in society, it seems justified to qualify it 

as a ‘decision’ in the sense of the above provision, i.e. Article 22 (1), when a financial institution 

gives it priority in its decision-making procedure. Indeed, in such circumstances, the applicant for 

a loan is affected from the moment of the assessment of its creditworthiness by the 

creditworthiness verification company, and not only at the final stage of the decision. Indeed, in 

such circumstances, the applicant for a loan is affected from the moment of the assessment of its 

creditworthiness by the credit checking company, and not only at the final stage of the refusal to 

issue a loan, when the financial institution does not apply the result of this assessment to a 

particular case [58]. At present, the final decision in the case has not yet been made, however, 

being potentially significant, it should introduce some legal certainty for the legal community 

regarding the application of automated decision-making systems, data protection and the rights of 

data subjects. 

The legality of decisions made with the help of algorithms is becoming the subject of 

consideration in the courts of the USA. In Houston, the results of secretly applying an algorithm 

to assess the performance and influence of teachers on students were used to dismiss teachers. The 

used algorithm was part of an educational teacher rating system created by technology firm SAS, 

which treated the algorithm and software as a trade secret. Details of the system's operation and 

performance evaluation were not disclosed. According to the court decision the system did not 

explain how the teacher to increase the rating. The court ruled on the violation of the rights of 

teachers, due to the unreasonableness and opacity of the decisions by the system [59]. 

One of the more challenging tasks involves explaining the decision made by the algorithm.  

In the U.S. criminal justice system at its various stages introduced more than 60 automated 

systems. The well-known are following: algorithm PSA (Public Safety Assessment) or COMPAS 

(Correctional Offender Management Profiling for Alternative Sanctions), which is used in 

decision-making [60]. The use of algorithms to predict human behavior is criticized since the 

prognostic results do not give the true truth by 100%, and the approximate predictability ranges 

around 65%. The right to a fair trial cannot be realized if the judge uses the prognostic algorithm 

to decide on the merits of the case, particularly if they try to implement the algorithm’s 

recommendation literally [61]. In particular, the problem of an overloaded judicial system 

concerns both Ukraine and the United States. Therefore, a person could face with a high temptation 

to use the proposal generated by the algorithm. The goal of using algorithms in the judicial system 

was to unload it. The State vs Loomis case, considered by the Wisconsin Supreme Court in 2017, 
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is an example of how such decisions become objects of appeal when they have an impact on the 

rights of individuals, as demonstrated by the analysis. 
Defendant Eric Loomis appealed the verdict to the Wisconsin Supreme Court using an 

algorithm, demanding a review of the decision and the use of the algorithm. The program analyzes 
the individual facts and circumstances of the case and gives the accused a certain assessment, 
taking into account which the judge can soften or strengthen the decision. The accused do not have 
access to the program and cannot obtain an explanation of the factors for which they are given the 
status of ‘dangerous to society’. Moreover, the algorithmic decision-making technology 
COMPAS, which is employed in the United States, is kept secret and not divulged by either the 
accused or the judge. With that, Loomis was denied clarification of the decision. Representatives 
of the accused in court argued that the COMPAS program is imperfect and accepts very 
generalized conclusions. The future behavior of the individual is predicted by analyzing data like 
gender and age, and non-disclosed criteria are used to evaluate the defendant. 

The court was confronted with the question of the permissible restriction of using algorithms 
to predict the subject’s behavior. The Court observed that the algorithmic assessment should not 
be primary consideration and other reason should take into account. However, under any 
circumstance, the decision should be motivated by reference to the use of tools and factors in 
justifying the decision. The court noted that the rights of E. Loomis are respected if the court 
decision is not solely determined by the algorithm’s assessment [62,63]. 

 
Conclusions 
The article presents a brief statement on the challenges faced by privacy in the context of the 

AI, specifically regarding the automated decision-making process and video surveillance with 
remote face recognition. Using algorithms poses a problem due to the lack of ability to establish 
the foundation for decision-making algorithms and the presence of biases. The growing scale of 
biases makes it more challenging to follow and enforce the rule of law in the context of 
autonomous systems development. Prejudice’s impact is enhanced by the invention of automated 
decision systems and Big Data, as demonstrated by examples of the United States. This situation 
is due to the fact that the system relies on biases that exist in reality. The essence of an 
algorithmized machine learning system may be compared to a poisonous fruit tree. 

Despite the fact that the final decisions in finance and judicial field are made with the 
participation of a natural person, the effect that the decision of an automated system has on the 
relevant data subject can have adverse consequences for the person. 

It is established that bias is not defined, and biases can differ depending on the context, 
historical factors, territorial factors, social group, religious affiliation, gender, and other factors. 

The Regulation EU 2016/679 offers dependable security against automated decision-
making, but it could be ineffective in its present form. There is a deficiency in implementing 
transparency and accountability principles due to the widespread use of automated decision-
making systems and automated data processing to support human decision-making. 

EU legislation mandates that economic entities refrain from making decisions about 
individuals solely based on automated processing of personal data, which is decision-making by 
an AI system. The controller is obliged to take measures to prevent decisions based on data on 
race, ethnic origin, political beliefs, religion, membership in a trade union organization, genetic 
predispositions, health or sexual orientation. 

Societies and the legal system are facing challenges in ensuring equal rights and attitudes for 
people belonging to different social groups due to the development of an automatic algorithm. 
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