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ABSTRACT

The Russo-Ukrainian War has significantly accelerated the integration of artificial intelligence (AI) and drones (or unmanned
aerial systems) into modern military operations, transforming security and defence. Traditional doctrines, centred on static,
physical defences, have proven insufficient against the speed and adaptability of Al-enabled drone warfare. Drawing on
recent operational evidence, this paper identifies three doctrinal shifts: the replacement of fixed defences with dynamic
monitoring networks, based on collaborative human-Al decision-making; the decentralization of innovation through
collaboration between military units and civilian actors; and the recognition of drones as inherently dual-use technologies
requiring tailored policy frameworks. By analysing Ukraine’s adaptive approach to limited resources, the study underscores
the strategic advantages of proactive detection, predictive analytics, and rapid technological iteration. These findings suggest
that states that integrate Al-driven anticipation and dual-use preparedness into their doctrines will be better positioned to
safeguard the civilian population and critical infrastructure in an era of rapid technological diffusion and evolving threats.
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1. Introduction

The ongoing Russo-Ukrainian war has revealed a striking shift in the nature of military innovation.
Conventional security and defence doctrines appear increasingly outdated in the face of asymmetric warfare
and technological improvisation. When faced with limited resources, both sides — particularly Ukraine — have
resorted to rapid, inventive solutions that have accelerated the development of emerging military technologies,
especially Al-enabled drones.

The battlefield has become a dynamic testing ground for adaptive systems, providing invaluable
empirical insights for security and defence research. In this context, prioritizing proactive detection and Al-
based situational awareness over purely physical defensive measures has emerged as a critical necessity. The
Russo-Ukrainian War may thus be seen as the first large-scale “drone war,” analogous to how the First World
War represented the birth of air combat (DeVore, 2023). If this marks the beginning of a global drone
revolution, the long-standing correlation between economic capacity and military power could weaken
significantly or even disappear (Calcara et al., 2022, p. 132).

Recent conflicts have demonstrated that drone technology, though often designed for civilian use, can
be quickly adapted for military purposes. Caballero-Martin et al. (2024) highlight their widespread application
in infrastructure inspection, disaster prevention, environmental monitoring, and precision agriculture — uses
that translate easily into surveillance, targeting, and strike capabilities. Ukraine’s reliance on rapid adaptation
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stems from necessity: facing a better-equipped adversary, both military units and private innovators modify
civil technologies and platforms into effective battlefield tools. This adaptability mirrors trends in earlier
technological shifts, where wartime pressures accelerated innovation cycles and blurred the boundaries
between civilian and military applications.

Al-enabled drones are apparently becoming crucial and indispensable for any defensive strategy. Some
experts are sceptical about the disruptive impact of Al drones (Kirichenko, 2025), especially autonomous drone
swarms (King, 2024), claiming that they have not yet changed the potential of offensive and defensive
activities. Others argue that even simple, one-way attack drones “present new opportunities for a greater range
of would-be attackers”, and “have in essence diffused precision strike vertically and horizontally” (Plichta &
Rossiter, 2024, p. 1009). Small drones already have had their greatest impact in less dramatic roles — serving
as aerial scouts that help soldiers detect enemy positions and direct artillery fire, thereby improving the speed
and accuracy of ground operations while reducing troop exposure to danger (Kunertova, 2023). The ability to
manufacture and deploy such small uncrewed aerial systems on demand is likely to entail a reassessment of
how military innovation is understood by scholars (Dawson & Nadal, 2024, p. 324), as well as of how the
proper protection of population and infrastructure can be implemented.

According to Tweneboah-Koduah and Buchanan, critical infrastructure systems are becoming too
complex and dynamic to predict due to their convergence with advanced technologies, while interdependencies
blur system boundaries, making them harder to define. Despite the wide range of risk assessment methods
available, the complexity and interdependencies of modern systems reduce their effectiveness. This calls for
new approaches to handling risks, as no single universal solution can address all security challenges
(Tweneboah-Koduah & Buchanan, 2018). The Russia—Ukraine conflict has underscored emerging hybrid
threats to logistics infrastructure, including strikes on supply nodes, cyberattacks, underwater sabotage, and
hard-to-trace asymmetric operations (Slusher, 2025). Evolving cyber threats are driving more sophisticated
and targeted attacks against infrastructures that provide essential services across various sectors, including
government, energy, healthcare, transportation, and telecommunications — high-risk assets vital to safety,
efficiency, and reliability. Nations must identify and address all potential threats while developing strategies
to maintain resilience (Roshanaei, 2021). The double complexity outlined above makes the task of elaborating
protection strategies very far from trivial.

As was shown in the Global Peace Index 2025, investments are increasingly channelled into cutting-
edge areas such as Al, autonomous systems like drones and unmanned underwater vehicles, cyber warfare
capabilities, space-based assets, advanced sensors, and sophisticated missile technology (Institute for
Economics & Peace, 2025). Since 2022, all nuclear-armed states have maintained or expanded their arsenals,
while great-power competition is driving an arms race in advanced technologies ranging from Al-enabled
drones to counter-space systems (Institute for Economics & Peace, 2025). However, along with investments
in cutting-edge systems, a review of key defence doctrines is needed, which would ensure an anticipative
approach and maximize the effect of the technologies in question.

Ukraine’s experience proves that three key doctrinal shifts need to be recognised: 1. A need for
transition from fixed defences to dynamic networks. Instead of static protection, it has been shown that flexible,
layered systems that combine electronic countermeasures, rapid-response strike capabilities, Al-assisted
monitoring, and decision-making achieve the best results. 2. A need to decentralize innovation. Encouraging
bottom-up adaptation from field units and civilian partners dramatically accelerates technological iteration and
ensures relevance to battlefield realities. 3. A need for dual-use policy planning. Recognizing the inevitable
overlap between civilian and military drone technology, states can be advised to prepare both legal frameworks
and industrial policies to manage and exploit this duality. These principles align with historical precedents: as
with the early days of air warfare, effective doctrine must evolve in parallel with technological possibilities,
rather than lag behind them.
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Fig. 1. Key Doctrinal Shifts

This paper intends to outline the current doctrine of security and defence against the backdrop of Al-
enabled drone threats. It is based mainly on the lessons of the Russia—Ukraine war. Particular attention is paid
to the shift in human-machine collaboration that is manifested in decision-making with the involvement of Al.

The theoretical framework of this article embraces the dual-use theory. This theory (See Atlas & Dando,
2006; Miller & Selgelid, 2007) is applied as a framework for understanding the ethical tension between the
innovative potential of certain technologies for societal benefit and their capacity for misuse with applications,
particularly across Al and military innovations domains (De Agreda, 2020; Grinbaum & Adomaitis, 2024).
The approach to human-Al interaction in collaborative decision-making was grounded in the concepts of trust
in advanced technologies, including Al (Glikson & Woolley, 2020; Gillath et al., 2021; Choung et al., 2023),
and the acceptance/unacceptance of Al in automated decision-making (Helberger et al., 2020; Araujo et al.,
2020; Schaap et al., 2024).

2. Al-Enabled Drones in Modern Warfare: The Case of Russo-Ukrainian War

Unmanned aerial systems (UAS) have already reshaped modern warfare, and the integration of Al into
drone technology promises to deepen this transformation. The Russo-Ukrainian war has marked a qualitative
leap in both the development and operational use of diverse drone platforms. As Kunertova observes, the
realisation of the value of deploying a wide variety of drones to accomplish military objectives has become a
critical emerging technology lesson taught by the conflict (Kunertova, 2023).

The evolution of drones in Ukraine is multifaceted, patchy, and multi-directional, depending on the
resources available, technical ingenuity, and the necessity to address the ever-changing battlefield
requirements. According to Zaluzhnyi, the former Commander-in-Chief of the Armed Forces of Ukraine, low-
cost maritime drones have driven the Russian Black Sea fleet out of its seemingly impenetrable Crimean
harbour, while unarmed drones conduct continuous logistical and medical evacuation operations. He highlights
that these drones are rarely proprietary products of traditional defence contractors; instead, they are largely
assembled from commercially available hardware and open-source software, enabling cost-effective attrition
warfare at scale (Zaluzhnyi, 2025).

Combat conditions have accelerated the enhancement of drones not originally designed for Al integration.
In particular, Ukrainian innovations in electronic protection have improved short-range tactical strike systems, while
both sides have expanded the use of first-person view (FPV) drones. Upgrades such as autonomous terminal
guidance and wire-spool mechanisms have rendered FPVs resistant to electronic disruption. Tactical unmanned
aerial vehicles (UAVs), despite their limitations, currently account for 60—70% of destroyed or damaged Russian
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assets (Watling & Reynolds, 2025, p. 10). As of today, only a certain percentage of drones deployed are Al-enabled;
however, this is and will be changing as better efficiency is needed.

Several types of Al-enabled drones, developed domestically and through international partnerships, are
now in Ukrainian service, reflecting a strategy to secure a technological edge over Russian forces (Khomenko,
2024). In December 2024, Ukrainian forces for the first time executed an attack solely with ground-based and
FPV drones, demonstrating a significant evolution in unmanned warfare tactics (Bendett & Kirichenko, 2025).
The operation, conducted near Kharkiv, deployed a mix of machine-gun-equipped ground drones and
kamikaze FPVs. While these platforms remained remotely controlled and required substantial human oversight,
they represent an early step toward more autonomous combat systems. Notably, a ground robot was previously
used in a September 2024 assault on a Russian trench in Kursk Oblast (Axe, 2024a).

Expectedly, Al integration extends beyond strike platforms. Ukraine’s DELTA battlefield management
system utilizes Al to rapidly process data and provide commanders with a comprehensive operational picture,
including target repositories for kinetic or cyber strikes. Enhanced data-sharing and unmanned command-and-
control centres have evolved to meet the war demands, subsequently embedding the data, Al, and drones into
the norm (Zaluzhnyi, 2025). These capabilities are crucial given Ukraine’s significant manpower disadvantage
along the war’s 1,200-kilometer front.

It is still debatable whether fully autonomous weapons are in use. Ukrainian military discourse often
conflates “autonomous” with “unmanned” systems or those featuring limited autonomous functions such as
navigation and targeting (Bondar, 2025b). Nonetheless, some analysts warn that “a dystopian future in which
swarms of killer drones hunt for human targets is drawing closer” (Chapple, 2024). Others believe that
predictions of an imminent Al drone revolution remain premature as of June 2025. Both Russia and Ukraine
require additional time, testing, and investment before Al-enabled drones can be deployed at scale. AI/ML-
enabled drones are unlikely to replace the mass of tactical FPV drones in the near future due to the latter’s
lower cost and adaptability to current battlefield conditions (Stepanenko, 2025).

At the same time, the conflict has produced several historical firsts: a drone-on-drone aerial engagement
between Russian and Ukrainian systems (Hambling, 2022); the destruction of a Russian helicopter by an FPV drone
(Axe, 2024b); the sinking of a Russian aircraft by an uncrewed surface vessel (Newdic, 2024); delivery of blood
for transfusion to a critically wounded Ukrainian soldier at the front line (Kushnikov, 2025); the capture of Russian
troops by drones (Zoria, 2025); the development of an Al-enabled “mother drone” capable of carrying two Al-
guided FPV strike drones over up to 300 kilometres (Fratsyvir, 2025); the first autonomous missions of the Al-
enabled mothership drone “GOGOL-M” (Hambling, 2025b) — and the list goes on. These breakthroughs illustrate
not only technical progress in drone development but also the creativity of battlefield applications.

Innovations like the above have serious implications for security and defence. In the future, attacks may
be designed in ways that are harder to anticipate and refute. In a hypothetical situation, for instance, a drone
seemingly filming a wedding near a sensitive facility could be covertly collecting targeting data. Al could later
process this data to identify vulnerabilities. Ultimately, a pizza deliveryman’s motorcycle will stop near the
facility, three small drones with explosives emerging out of their bag, instantly hitting the targets.

Al-enabled or not, drones may exert serious effects on the protection of the civil population and critical
infrastructure both in peacetime and in times of warfare. As Calcara et al. (2022) point out, their size and
design enable them to evade detection more effectively than traditional aircraft, facilitating penetration of
enemy air defences and favouring offensive operations. Second, their relative affordability and technical
simplicity lower barriers to advanced military capabilities, thereby reducing asymmetries in power and
potentially empowering weaker actors (Calcara et al., 2022, p. 131).

Several key lessons can be extracted from the Russo-Ukrainian conflict. It has been demonstrated that
unmanned systems dramatically extend operational reach while reducing risk to personnel. They enable
engagement at greater distances, often beyond the range of direct-fire weapons, and have fundamentally altered
tactical and operational planning (Slusher, 2025). According to DeVore (2023), two clear lessons emerge
despite limited data about the present war: “the centrality of attrition rates and cost factors, and the importance
of rapid adaptation cycles over exquisitely engineered weapons” (DeVore, 2023). The war is driving drone
proliferation and confirming trends toward greater stealth, speed, lethality, and accessibility for more actors
(Kunertova, 2023). Other insights from Ukraine’s rapid drone innovation include fast and easy testing,
frontline-localized research and development, and strong local representation in development (Bondar, 2024).

Three shifts manifested by the Russo-Ukrainian war appear to be crucial for the effective defensive activity
in the new epoch. Adaptation and decentralized innovation have proven decisive. The rapid adaptation of solutions
and their continuous testing on the battlefield helped to partially level the asymmetry in the resources of the warring
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parties. The decentralization of innovations, largely grounded in the deployment of numerous independent
initiatives, has made it easier for Ukrainian developers to modify Al-enabled drones quickly.

Ukraine’s approach empowers individual units and workshops to experiment, modify, and deploy
solutions quickly. In contrast, Russia’s more centralized and hierarchical model has hindered agility (DeVore,
2023). Civilian and private initiatives have played a central role in Ukraine’s drone development, with
commercial platforms repurposed for combat. One of Ukraine’s most significant institutional innovations,
according to Schmid and Mueller (2025), has been the creation of Bravel, a program linking front-line
requirements with domestic and foreign technology developers. Bravel has issued over 400 grants totalling
more than UAH 800 million (approximately USD 19 million) and has supported projects such as the Swarmer
drone and the Griselda intelligence system (Schmid & Muller, 2025).

One important threat appears to be underestimated by policy-makers: the dual use of Al-enabled drones.
The recent developments in the civil sphere have produced a wide variety of technologies initially designed
for non-military applications; technologies that appear innocent and harmless. The many modern applications
them include drones autonomously optimizing trajectories and routes to improve delivery efficiency, enabling
tasks like precision farming, monitoring, and autonomous field operations, conducting autonomous inspections,
monitoring and real-time threat detection, drones undertaking missions in remote or inaccessible areas, acting
as aerial nodes to extend connectivity in areas with poor internet access, dynamically adapt their routes in
complex environments (Caballero-Martin et al., 2024). However, most of these peaceful applications could be
adapted in order to affect the civil population and critical infrastructure. For instance, with small modifications,
what is used to save forests from the threats of climate change or lives during disasters can be used to destroy
sensitive objects.

These potential developments challenge existing regimes of designing, deploying, and using Al-enabled
drones. As it was rightly noted, the lessons of Ukraine highlight the need for adaptive measures, including
military and dual-use export controls, to keep pace with rapidly evolving drone capabilities (Kunertova, 2023).
Experiences of drone wars in the Caucasus and Libya underscore how the political supply of military UAS
exacerbates instability and the supply of technologies to non-state actors exacerbates the manifest threats,
while the relaxation of commercial drone regulations post-COVID-19 may create further vulnerabilities
(Rogers, 2021).

In this constantly changing environment, multi-sectoral innovation, civil-military collaboration,
continuous Al solutions testing, and adaptability are essential for protecting people and infrastructure. The
dual-use nature of Al-enabled drones underscores the urgency of developing robust legal, ethical, and
regulatory frameworks that can keep pace with technological change. Without recognition of such shifts, it
would be relatively easy to use the same capabilities that enable humanitarian aid, environmental monitoring,
and disaster relief to target the civil population and critical infrastructure with unprecedented precision and
unpredictability. Besides, sole reliance on physical protection is insufficient in modern conflict. Al-enabled
threat anticipation, pattern recognition, and real-time analysis offer a more resilient approach by enabling
forces to detect, track, and neutralize threats before they materialize. This proactive model demands integrating
drone surveillance with predictive analytics to map enemy movement patterns, identify potential attack vectors,
and allocate defences dynamically. As the Ukrainian example demonstrates, the integration of Al with drone
reconnaissance reduces reaction times, optimizes resource allocation, and enhances both strategic and tactical
decision-making.

3. Human-AI Interaction and Collaborative Decision-Making

3.1. Adaptability in the human-Al collaborative decisions

While fusion between human and machine is seen by many as problematic, especially in the context of
public decision-making (e.g., Levy et al., 2021; Alon-Barkat & Busuioc, 2023; Decker et al., 2025), in the
operational decision-making needed for the protection of the civil population and critical infrastructure, the
collaborative model might prove very beneficial.

The line between human and automated agents is becoming increasingly indistinct as Al tools improve
and are integrated into various stages of the decision-making process. The difficulty of determining the
“decision point” — a common concern in Al-assisted decision-making (Crompton, 2021) — suggests that this
line will be further eroded. However, in urgent contexts, it might be beneficial to facilitate a rapid transfer of
control between human and Al agents. This flexibility can be vital in many security and defence scenarios,
where operational control may need to shift quickly from humans to Al and back.
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In particular, protecting critical infrastructure in peacetime requires rapid responses to emerging threats,
including those posed by Al-enabled drones. In wartime, such protective measures may extend into hostile
territory, which may, by contrast, require not defensive actions against drones but their active use. Human-Al
interaction within decision-making processes enhances adaptability in responding to threats, giving rise to
collaborative decision-making models.

A notable example from the Russo-Ukrainian war is Operation “Spiderweb”, in which Al-enabled
drones were employed by Ukraine to strike Russian airfields located thousands of kilometres away (Mazhulin
et al., 2025). For the operation, the Al had been trained using old aircraft from an open-air museum in Ukraine
to maximize targeting accuracy. Throughout the mission, control shifted repeatedly between human operators
and the Al system. A hybrid control loop in Spiderweb where pilots flew the FPV drones over Russia’s LTE
network (Bondar, 2025a), and if/when the link degraded or jammed, onboard autonomy (including Al
vision/target-assist) took over to keep the mission on track. When the link recovered, humans resumed manual
control — sometimes handing back to Al for a terminal lock-on/dive. Drones also employed backup Al targeting,
which in some instances successfully guided the drone to its target aircraft (Hambling, 2025a). Besides, in the
case of a temporary loss of the control signal, some drones switched to using Al to complete their mission
(Panella, 2025).

Another case of collaboration could be the use of Al control in the ‘last mile’. According to a Bravel
spokesperson interviewed by Radio Free Europe/Radio Liberty, drones equipped with Al-assisted targeting
modules operate without a continuous link to the operator during the engagement phase. Once the operator
locks onto a target, the Al assumes control of targeting autonomously, making the process resistant to enemy
electronic warfare measures (Chapple, 2024). These examples show that in wartime, human-machine close
interaction emerges as a natural course of events, prompted by urgent necessity.

However efficient, Al-assisted decision-making raises several well-founded and fair concerns. Chief
among these is accountability — a topic discussed in detail later — along with issues of bias, opacity, and public
trust. Ng and Gray (2022) note that claims of Al delivering ‘objective’ judgments, particularly in judicial
contexts, are questionable; such assertions are reminiscent of earlier debates about whether utilitarian or
economic legal theories could produce mathematically precise and justifiable decisions (pp. 667-668).
Similarly, Buchelt et al. (2024) observe that the most advanced machine learning models are often so complex,
high-dimensional, and non-linear that they defy meaningful interpretation, making it nearly impossible to
reconstruct how a given result was reached. Buchelt further suggests that explainable Al (XAI) could improve
trust and safety by providing decision-making transparency, supporting liability assessments, and enabling
more precise operations. In domains such as environmental monitoring and forest management, XAl could
enhance impact analysis and operational efficiency. Applied to drones, an XAl-based approach would
guarantee an understanding of why an Al system selected a particular route or action, informing both safety
procedures and system improvements.

At the same time, turning to a human-Al collaborative decision-making model will require sustained
public trust. The latter in human-AlI collaboration for protecting the civil population and critical infrastructure
is closely linked to perceptions of Al’s role in decision-making more broadly. Haesevoets et al. (2024) find
that people generally prefer Al to play an advisory role rather than share or hold primary decision-making
authority. Nonetheless, the trend toward increasing Al integration in decision-making makes greater human-
machine collaboration likely.

Schlicker et al. (2021) report that interpersonal justice perceptions are higher when humans, rather than
Al, make decisions, and that explanations from human agents tend to improve informational justice perceptions
— whereas explanations from automated systems have no such effect. Research on public acceptance of
government-deployed algorithms emphasizes that these systems operate within specific socio-technical
contexts. Citizens’ acceptance depends heavily on how they perceive the importance of the problems the
algorithm addresses and on their trust in the deploying organization (Wenzelburger et al., 2024). Interestingly,
Horowitz et al. (2024) find that familiarity with Al has little impact on support for Al-enabled military
applications — and that opposition to such uses has slightly increased over time. Yet, a greater presence of Al
in decision-making related to military matters may be more acceptable to society in wartime than, for example,
its presence in public decision-making.

Holzinger et al. (2023) highlight that the availability of large, high-quality datasets and the growth in
computing power remain central drivers of Al development. Since Al already surpasses human cognitive
capacity in certain processes, defending the population and infrastructure against emerging threats will
increasingly require technological solutions.
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In operational contexts — whether preventing threats in peacetime or responding to aggression during
wartime — a collaborative human-Al decision-making model proves very effective. Even though ‘slow-paced’
decisions, such as those in litigation, may suffer from reduced human involvement, ‘fast-paced’ operational
decisions can benefit significantly from such collaboration. The replacement of static defences with dynamic
monitoring networks based on collaborative human-Al decision-making may significantly contribute to the
protection of the civil population and critical infrastructure in the background of new threats.

3.2. Accountability in human-Al interactions

Human-AlI collaboration plays a critical role at every stage of the decision-making process: from the initial
situational assessment and preliminary analysis to the subsequent implementation of security and defence measures,
their adjustment as needed, post-evaluation, and final explanation. It must be noted that throughout the process, it
is essential to maintain an appropriate balance between system autonomy and human control.

One of the most contentious issues in Al-assisted decision-making concerns the deployment of
autonomous weapons — particularly when lethal decisions occur outside of direct human oversight. Recent
advances in Al have significantly facilitated the integration of autonomy into weapons systems, increasing the
probability of such systems independently determining lethal targets. A 2021 United Nations Security Council
report noted that a drone endowed with this capability may have been used during the Libyan civil war (UN
Security Council, 2021).

Rogers (2021) argues that ethical controversies from the early era of drone warfare have intensified with
the proliferation of remotely operated lethal robotics. The difficulty of attributing responsibility for drone-
related atrocities — whether deliberate or accidental — creates a condition of “plausible deniability” with
significant political, legal, and strategic consequences. In environments where similar or identical systems are
employed by numerous and disparate actors, holding perpetrators accountable or responding effectively
becomes increasingly complex. This second ‘drone age’ carries broader implications for global security,
stability, and great-power relations.

Determining the precise scope of Al ‘accountability’ still represents a central difficulty (See, e.g.,
Busuioc, 2021; Cobbe et al., 2023; Cheong, 2024). Commonly recognised goals guiding policy-makers’
understanding of accountability in Al governance include compliance, reporting, oversight, and enforcement.
These ensure that agents act within ethical and legal bounds, document their actions and justify their conduct,
allow for review and evidence collection, and determine consequences, such as sanctions, authorisations, or
prohibitions, based on the findings (Novelli et al., 2024, p. 1882). Busuioc (2021, p. 827) conceptualises
‘meaningful accountability’ as a three-stage process: the provision of information, the offering of explanation
or justification, and the possibility of consequences.

Within this framework, creating explainable Al becomes a central component of the justification phase
in human-Al collaboration. As it was rightly pointed out, when an Al system produces decisions misaligned
with its intended purpose or harmful to specific groups, understanding the reasoning behind those decisions is
essential for corrective intervention (Holzinger et al., 2023). In unforeseen events or accidents, XAl’s capacity
to clarify a drone’s behaviour is invaluable for assigning liability, ensuring regulatory compliance, and
maintaining ethical standards. By uncovering the rationale behind actions, specialists can fine-tune Al systems
to improve performance over time (Buchelt et al., 2024).

To date, the key safeguard for maintaining oversight and mitigating the most severe risks in collaborative
decision-making is the ‘human-in-the-loop’ approach. This principle entails integrating human judgment and
direction into Al development and operations to ensure effective and efficient human-machine cooperation
toward shared objectives (Holzinger, 2023). However, there is an important caveat: humans are inherently
biased, and their judgments tend to be influenced by Al outputs. Some studies have shown that when Al
systems make errors, human overseers may blindly accept Al’s suggestions, showing that human judgment
declines in accuracy when participants receive incorrect algorithmic support, especially before giving their
own perspective (Agudo et al., 2024), which leads to automation bias. This phenomenon can result in the
amplification of Al mistakes rather than their correction. Since strategic security and defence projects often
require large-scale solutions, the above problems are likely to be further augmented, adding to the known
scalability issues connected with human-in-the-loop systems.

On the other hand, certain defence scenarios will necessitate substantial Al autonomy. Tucker (2024)
notes that one of the main lessons from the war in Ukraine is the rapid pace of battlefield developments.
Policies regarding lethal autonomy differ across nations and may shift quickly in response to frontline
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conditions. As adversaries become more effective at disrupting the connections of humans and drones, the
demand for greater autonomous capability is likely to grow.

In sum, while human-Al collaborative decision-making may require greater trust in algorithms than
other Al-assisted processes, this trust must not come at the expense of accountability. Essential components of
such accountability include keeping humans in the loop while preventing the loss of skill and expertise, and
curbing automation bias; maintaining the capacity to swiftly transfer operational control between human and
Al agents, and ensuring decision explainability.

4. A New Security and defence Doctrine

The integration of Al-enabled drones into modern warfare — across both offensive and defensive
operations — necessitates a fundamental reassessment of security and defence doctrine. It should prioritize the
principles of proactivity, adaptability in decision-making, accountability, public trust, human oversight and

control, and involvement of private and/or civil initiatives. This renewed and properly balanced doctrine must
also acknowledge that traditional concepts of security and defence are no longer sufficient.

Proactivity

Public Trust

Human Oversight and Control

Accountability

Adaptability in Decision-Making

Involvement of Private and/or Civil Initiatives

Fig. 2. Core Principles of the New Security and defence Doctrine

The threats created by the use of Al-enabled drones are proving this insufficiency. Even though Al-
enabled drones still face developmental limitations, such as visual occlusions, background interference,
restricted sensor resolution, and operational challenges, including limited battery capacity, susceptibility to
weather conditions, alongside gaps in standardization and publicly available datasets, their combined potential
remains considerable (Aliane, 2025). There is no reason to assume that the mentioned limitations won’t be
overcome in the foreseeable future, aggravating the threats.

Public trust — a principle that might not seem obvious when it comes to security and defence strategies
— is gaining in importance as Al technologies become increasingly complex. Not only will people’s credence
depend on transparent governance and citizen feedback mechanisms, but also on raising awareness of Al’s
capabilities, particularly those of Al-enabled drones. Educating citizens on how to utilize Al for state defence,
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both military and civil, could build trust and encourage broader participation in its defence. According to
Bondar (2025b), training civilians to operate Al-assisted drones, especially in emergencies, may further
enhance public engagement. Drone training programs increasingly integrate autonomous navigation and
targeting features, enabling operators to master Al-supported modes within a short time frame, often less than
a day, thereby expanding the pool of qualified personnel and improving operational readiness (Bondar, 2025b).

Major challenges in security and defence, especially in the case of the protection of critical infrastructure,
include governance and security management, secure network architecture design, self-healing systems,
modeling and simulation capabilities, large-scale situational awareness, forensic analysis, trust management,
and privacy protection (Alcaraz & Zeadally, 2015). To ensure confidence in ICT systems managing sensitive
infrastructure data, these systems must meet requirements such as high availability, resilience, fault tolerance,
scalability, autonomy, and interoperability, as well as the ability to collaborate across heterogeneous
environments during abnormal or threatening events (Alcaraz & Zeadally, 2015). Adaptability in decision-
making, crucial in cases of emergency, should be added to this list.

Effective security and defence strategies also depend on robust public-private partnerships. According
to Yusta et al. (2011), such partnerships are especially important in the protection of interconnected
infrastructure. These should facilitate the exchange of incident reports, threat intelligence, and vulnerability
assessments among stakeholders, including infrastructure owners, industry representatives, government
agencies, intelligence services, advisory bodies, and local or regional authorities (Yusta et al., 2011). As
Roshanaei (2021) notes, future improvements in critical infrastructure protection frameworks should
incorporate standardized performance assessment systems using shared metrics, enabling consistent evaluation
of action plans and security measures. The proper assessment might require the involvement of independent
civil initiatives.

Historically, many security and defence strategies have relied on risk management principles. For
example, in the United States (U.S.), the National Infrastructure Protection Plan stands out as a leading
example, guiding other nations in establishing committees, task forces, and working groups tasked with
scenario planning, risk evaluation, and early warning systems — often in collaboration between civil and
military authorities (Yusta et al., 2011). In the modern context, a risk-based approach requires vigorous
proactive prevention, which, in turn, may require human-AlI collaboration.

Military innovation experiences also offer lessons for improved protection of the civil population and
critical infrastructure. As it was demonstrated by Dawson and Nadal in the case of the Royal Air Force (RAF)
in the United Kingdom (UK), this structure’s growing willingness to take risks — spurred in part by the war in
Ukraine — could help streamline change and foster broader organisational adaptability. Yet, as the earlier case
of experimenting with weaponised small uncrewed aerial systems reveals, a strong culture of risk aversion still
remains (Dawson & Nadal, 2024, p. 346). Context is highly important, however, as it was rightly pointed out
by Schmid and Mueller (2025): Ukraine’s processes, organisational structures, and regulations cannot simply
be transplanted into the U.S. or other nations. Still, Ukraine’s experience offers two valuable lessons: (1) adopt
commercial technologies more aggressively; (2) use innovation bodies like Bravel, which connects front-line
needs to tech developers, to accelerate weapons acquisition in conflict. This strategy of leveraging commercial
technology can be particularly advantageous when fighting is ongoing, capability gaps emerge suddenly, and
the urgency of the situation rules out conventional procurement channels (Schmid & Mueller, 2025).

Change often faces resistance, driven in part by organisational inertia. However, the fundamental
changes listed above must be recognized and, in turn, implemented into national security and defence doctrines,
policy, and legislative frameworks to ensure resilience in an evolving threat environment.

5. Conclusions

The future of security and defence increasingly depends on the development of artificial intelligence.
The reality of widespread use of Al in drones requires a new framework, a new security and defence doctrine
that must be adapted to explore this uncharted territory. The Russo-Ukrainian War offers a preview of future
conflicts, in which Al-enabled drones will play a central role in both offensive and defensive operations. The
lessons extend beyond Ukraine: in an era where technological diffusion is rapid and barriers to entry are low,
protection of the civil population and critical infrastructure will face growing vulnerability.

The global proliferation of drones, much like the spread of aircraft a century ago, is reshaping the very
foundations of strategic power, which means that the states that adapt earliest will set the standards for the
conflicts of tomorrow. To navigate this landscape, security and defence doctrine must go beyond physical
protection, embracing Al-driven anticipation, resilient human—AlI collaboration, and dual-use innovation. At
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the same time, governance frameworks and international norms are urgently needed to address ethical risks
and accountability in autonomous operations. States that adapt early, by combining technological foresight
with robust policy and civil-military cooperation, will not only set the standards for future conflict but also
safeguard critical infrastructure and civilian populations more effectively in an era of accelerating change.
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